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▶ Interpolation and Generalization (*Zhang et al ’17; Belkin et al ’18; Liang, Rakhlin ’18*). **How does the activation function interplay with depth, sample size, and input dimensionality in terms of memorization capacity?**

▶ Is there hope to design activation functions such that we can ”compress” multiple layers?
Multi-Layer Perceptron with Random Weights

\textit{(Neal '96; Rahimi, Recht '08; Daniely et al '07)}

\[
\text{Input : } x^{(0)} := x \in \mathbb{R}^d
\]

\[
\text{Hidden Layers : } x^{(\ell+1)} := \sigma \left( \frac{W^{(\ell)} x^{(\ell)}}{\|x^{(\ell)}\|} \right) \in \mathbb{R}^{d_{\ell+1}} , \text{ for } 0 \leq \ell < L
\]

\[
\text{Random Weights : } W^{(\ell)} \in \mathbb{R}^{d_{\ell+1} \times d_{\ell}} , \quad W^{(\ell)} \sim \mathcal{MN}(0, I_{d_{\ell+1}} \otimes I_d)
\]

\[
\text{Regime : } d_1, \ldots, d_L \to \infty
\]
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Compositional Kernel:

\[ K^{(L)}(x_i, x_j) = \underbrace{G \circ G \circ \cdots \circ G}_{\text{composite } L \text{ times}}(\rho_{ij}) =: G^{(L)}(\rho_{ij}). \]
Branching Process and Compositional Kernels

Distribution: \( Y \), with \( P(Y = k) = \alpha_k^2 \) and PGF \( G \).

Galton-Watson Process: \( Z^{(L)} \), with off-spring \( Y \) and PGFs \( G^{(L)} \).
Rescaled Limit: Phase Transition

Theorem (Liang, Tran-Bach '20)

Define

$$\mu := \sum_{k \geq 0} a_k^2 k, \quad \mu^* := \sum_{k > 2} a_k^2 k \log k.$$  

Then, for all $t > 0$, we have

1. If $\mu \leq 1$,

$$\lim_{L \to \infty} K^{(L)}(e^{-t}) = \begin{cases} 1, & \text{if } a_1 \neq 1 \\ e^{-t}, & \text{if } a_1 = 1 \end{cases}$$

2. If $\mu > 1$,

$$\lim_{L \to \infty} K^{(L)}(e^{-t/\mu^L}) = \begin{cases} \xi + (1 - \xi) E[e^{-tW}], & \text{if } \mu^* < \infty \\ 0, & \text{if } \mu^* = \infty \end{cases}$$
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Rescaled Limit: $K^{(L)}(e^{-t/\mu^L})$

![Graph of Rescaled ReLU with curves for different L values]
Memorization Capacity
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Theorem (Liang & Tran-Bach '20)
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- Activations $\sigma(\cdot)$
- Taylor Coefficients
- HERMITE Coefficients
- PGFs $G^{(L)}(\cdot)$
- Branching Processes
- Kernels $K(\cdot,\cdot)$
New Random Features Algorithm
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<table>
<thead>
<tr>
<th>Kernels</th>
<th>Activation</th>
<th>Sampling</th>
</tr>
</thead>
<tbody>
<tr>
<td>shift-invariant (Rahimi, Recht '08)</td>
<td>cos, sin</td>
<td>≈</td>
</tr>
<tr>
<td>inner-product (Liang, Tran-Bach '20)</td>
<td>≈</td>
<td>Gaussian</td>
</tr>
</tbody>
</table>

H. Tran-Bach

Compositional Kernels of Deep Neural Networks
### Experiment: MNIST & CIFAR10

<table>
<thead>
<tr>
<th>Activation</th>
<th>ReLU</th>
<th>GeLU</th>
<th>Sigmoid</th>
<th>Swish</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>0.95</td>
<td>1.08</td>
<td>0.15</td>
<td>1.07</td>
</tr>
<tr>
<td>$a_1^2$</td>
<td>0.50</td>
<td>0.59</td>
<td>0.15</td>
<td>0.80</td>
</tr>
</tbody>
</table>
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